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1 A Gap between Theory and Practice of Legal Decision Making

Theories of legal interpretation are based on the assumption that due to uncertainty of the content of valid norms, there are always at least two alternative interpretations between which a judge has to make a choice. It is also assumed that in order to overcome the uncertainty in decision making situations judges will choose the best of these alternatives by using methods and criterias, which meet the requirements of proper interpretation that follow from the duty to follow the valid law. In so doing, judges also meet the requirements of legal certainty. Theories of legal interpretation state, in a nutshell, that proper interpretation of the relevant legal norm/s consists of a use of certain, beforehand settled sources of law and methods of interpretation. If and when the interpretation has been carried out in a proper way, the decision should also meet the requirement of coherency, which means, *inter alia*, that the reasoning from which the decision follows, is free from logical contradictions, not only in the case itself but also in a larger context, that of the system of law. In addition, and especially when the balancing and weighing of various value arguments is at stake, it is important that the decision is substantially consistent with the underlying culture and shared values of the society, i.e. that the decision forms part of a coherent theory of a certain normsystem or value system.1

Recently prof. Mark Van Hoecke has contested the idea of courts always following schoolbook theories of legal interpretation in their decision making practice. After doing some comparative research between three different European legal orders he has found, what he calls "an astonishing gap between legal practice and legal doctrine on the one hand and legal theory and legal philosophy on the other".2 What is this gap? Van Hoecke claims that in practice the reasoning of the courts does not follow the method of interpretation as described in the methodological literature. One of the biggest structural differences seems to be the direction of the inferences on which the decision is based. Theoretically, interpretation - including weighing and balancing of the value arguments, which are relevant for the final conclusion - is supposed to *preclude* the decision. This means that decision making is assumed to be unidirectional, from inferences to conclusions. According to Van Hoecke, however, the courts seem to begin the decision making by making a critical moral choice of the desired concrete outcome after which they only make use of various methods of interpretation in order to justify the previously chosen outcome.3 He writes: "What counts are the basic conceptions of equity and justice…. Once this moral choice has been made, legal technique is used in such

---


way as to reach the desired result."\(^4\) Van Hoecke describes this practical activity as "pragmatic theory building" as distinct from the theory building of legal scholars.\(^5\)

Recently, the Swedish scholar, prof. Håkan Andersson, has made similar observations regarding the norm applying praxis of the Supreme Court of Sweden. In an analysis of several precedents in tort cases since 1990, he observes that there is a tendency in the Supreme Court to reconstruct legal criteria by using similarity arguments in a way, which deviates from the traditional theoretical framework of how to interpret the rules of tort law.\(^6\) This, he says, is done in order to justify the legal right of plaintiffs for new kind of damages.\(^7\)

The analyses of Van Hoecke and Andersson seem quite puzzling, at least from the point of view of the legal sciences, because they reveal that the assumptions of legal theory building seem to lack reality in some relevant way.

But discrepancies between theory and practice have not only been noticed by scholars. Even some legal practitioners in Sweden have argued for that legal reasoning in practice does not always correspond to the theories of legal reasoning and argumentation developed within the legal sciences. There seems to be an impression among the practitioners, that this might be, *inter alia*, due to a lack of knowledge in the legal sciences about how law is practised in reality and which circumstances have an impact on judges’ reasoning in various concrete decision-making situations.\(^8\)

Observed inconsistencies between theories and the reality of legal decision making is a well known factor in the development of legal philosophy and theory. Discrepancies between how judges practice law in reality and how they are assumed to do it according to a theoretical explanation, even formed the core of the criticism of Ronald Dworkin against legal positivism. Dworkin succeeded in proving that legal positivism, as described by H.L.A. Hart, did not correspond to how law was practised in reality, and therefore, he concluded, legal positivism could not be the right theory of what law and legal interpretation really is about. Instead, Dworkin constructed another theory, that of "law as integrity." However, even his theory has met criticism because of its unrealistic assumption of the possibility of one right answer combined with the very complex structure of the interpretation process, which only the fictitious judge Hercules can adhere to completely. Similar criticism can be directed towards various other coherency-based normative theories. Hence, it seems to me, that even the Scandinavian and the European continental theories of coherency have reached

\(^5\) Van Hoecke 2003, p. 21.
\(^7\) Andersson, p. 37.
such a high level of sophistication and abstraction, that any judge, who would seriously consider testing her own judgments according to the standards of these theories would have hard time in keeping the caseflow under the requirements of the timelimits of the Art. 6 of The European Convention of Human Rights. The high level of abstraction combined with the enormous complexity of the process seems to be the content of the criticism even of the anglo-american representants of the so called pragmatic theory of legal reasoning towards more normative theories of legal reasoning.9

Van Hoecke is worried about the creation and use of ad hoc theories by the practitioners. He is afraid that the result might be "a complete lack of a coherent legal theory, behind the facade of a patchwork of ad hoc theories".10 Thus, he seems to hold the view, that practitioners ought to stop ad hoc theory building and return to the schoolbook theories.

1.1 Right Theories,Wrongly Applied?

Legal sciences seek to have an impact on the practitioners working methods. Hence, scholars aim to produce well justified opinions on the best possible solutions to dubious legal questions, and they do so by using the same beforehand settled sources of law and methods of interpretation as they assume that judges do. But, the observed gaps give a reason to consider, whether legal research perhaps focuses too exhaustively on underlying principles, systematical consistency and rationality, general grounds of acceptability and binding force of the law - everything from normative point of view - thereby not noticing which other, specific and not necessarily pure legal circumstances might guide the reasoning in real decision making situations. Legal scholars regularly seem to assume, that there are no very relevant differences between interpretation as a part of legal decision making and the interpretation done by scholars.11 But clearly there are, at least in some cases, as the examples of Van Hoecke and Andersson point out.

When discussing eventual reasons for the discrepancies between theories and reality, scholars might well be of the opinion, that eventual gaps between their theories and the practitioners reasoning could be avoided, if only practising lawyers more often would take their normative suggestions seriously. Legal scholars who hold this point of view, might therefore handle the question of a possible gap between theory and practice as a question of how to make the communication from scientists to practitioners more effective. In so doing they
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10 Van Hoecke 2003, p. 27.

seem not to be as worried about how to make the communication from the practitioners to themselves more or at least as effective – supposedly because they think that practitioners do something wrong if and when their reasoning deviates from the theories.

Some scholars claim, that lack of knowledge of eventual "hidden" reasoning processes in form of ad hoc theories of courts is not a problem for legal sciences in that the courts have a legal duty to justify their decisions according to the theoretical requirements of proper interpretation. They explain that the reasoning process is divided into two different contexts, namely context of discovery and context of justification, of which only the latter is relevant for legal sciences. According to this view the reasoning heuristics of judges might be anything, the important and relevant thing still is how judges justify their decisions. Spaak has recently claimed, that the biggest difference between pragmatic and formal, or as he says, "principled" theories of interpretation is that the pragmatists do not make any distinction between these two contexts. This, he claims, has resulted in an *uncertainty in the pragmatic theories*, not in the principled theories. Spaak defends his opinion by claiming that the exhaustive relevancy of the context of justification is due to the principle of *universalizability, which is a precondition of predictability*.12

Predictability is of course the essence of legal certainty, and it seems that, if judges always did follow the schoolbook theories of proper interpretation and if this also could be seen in their decisions, in the context of justification, there would be no problems. The analyses of Van Hoecke and Andersson reveal however, that legal decisions are not always so: the cases were not predictable in the light of either the previously valid German or English contract law norms and principles, nor from the point of view of the existing theories of Swedish tort law. The practice of law is not always predictable, not even fairly predictable. Sometimes it is totally surprising, at least if you analyse the reasoning with the help of existing theories of legal interpretation!

When there is a discrepancy between theory and practice, then there are two possible ways to handle the discrepancy: either one has to reconstruct the theories, or make the claim that courts’ decisions are wrong. When considering which way to go, theorists must not forget, that it is the courts only that have the *authority* to decide legal disputes, which by necessity includes interpretation of the relevant legal norms. Legal science may of course criticise various methods of interpretation used by the highest legal authorities, but it does not change the fact, that the authority resides with the court. And it seems to me that legal doctrine more often than not chooses to respect the authority and instead of criticising courts for having made faulty decisions, tries to get the new, even very unpredictable precedents to fit under various theoretical frames, perspectives or approaches. This means that they choose to adjust their theories, perhaps in order to be able to defend their approximate rightness, inspite of the fact, that they cannot predict legal decision making in hard cases. This is a kind of rationalizing process of non-predictable decisions, which, as I see it, at its best succeeds in catching some parts of the dynamics of the legal development done
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12 Spaak, p. 261.
13 Spaak, p. 247-252.
by the courts. This is so, because non-predictable decisions always include some new, previously not foreseen elements. This means, at the same time however, that the contexts of justification and the context of discovery cannot be separated. If the previous theory cannot predict or explain the reasoning in a new case so that the case is unpredictable, or not fairly predictable in the light of the theory, then something else than what is “legitimately” expected to belong to the context of justification, has been added. This something emanates from the context of discovery, and it is then used as a source for rational explanation as if it always had belonged to the expected context of justification. The intertwining of the two contexts is inevitable, in spite of the theoretical claim that only the context of justification is the object of the research. Therefore, I do not think that it is even possible to make a clear distinction between the context of discovery and the context of justification. Rather the distinction seems to be a “practical necessity” for scholars who do not have any other methods to analyse the reasoning in the courts.

2 Experimental Research of Human Decision Making and Reasoning Processes

According to cognitive sciences, decision making is a very complex cognitive activity, during which people do not always follow some beforehand fixed abstract theories. The increasing knowledge of decision making as a cognitive process has had a great influence in e.g. economical sciences, which produce theories of human behaviour and thinking in various economically relevant situations. I am convinced that it would be useful for legal scholars to study in more depth cognitive reasoning processes and, above all, the theories which predict these processes. If we knew more about the reasoning processes and the causal mechanisms behind them, analyses like those by Van Hoecke and Andersson, which reveal that theories of proper interpretation in the context of justification can not be used to predict court decisions in all cases, become highly relevant not only as as a source of rethinking the theories but also of criticism towards various legal authorities.

It seems to me that the inevitable conclusion from the discrepancy between theory and practice is: if not any of the existing theories cannot explain how courts reason, perhaps there are other theories which explain the adaption of reasoning techniques, which the analyses have revealed. In this article I will argue for that there are such non-legal theories, found in the cognitive sciences, which are useful when analysing legal decision making, and certainly when trying to understand and explain existing gaps between the normative theories of legal decision making and the reasoning processes in reality.

The impact of cognitive sciences in general, and cognitive psychology especially during the last five decades has enhanced the knowledge of the reasoning and decision making processes of human beings considerably. The research results have had a great impact not only on the development of computerized models of reasoning and information processing, but even for instance on the development of economical sciences. The knowledge of how
human beings make decisions and process information has also been used in the legal subdisciplin law and economy. Recently, pathbreaking interdisciplinary research of judicial reasoning in other contexts has been done for instance at the University of Southern California, Los Angeles (UCLA), which I will describe in more details later in this article.

Underlying the new developments are the theories of cognitive consistency which flourished between the 1940s and 1960s. The various theories of cognitive consistency in human information processing has in common the basic notion that human cognition is affected by mutual interaction among pieces of psychological knowledge. This interaction is animated by four principles of structural dynamics: 1) cognitive states are determined holistically rather than elementally, 2) the properties of the cognitive states are dynamic in such way, that certain constitutive elements generate forces that determine the configuration of the structure (some things go together, other things tend to disperse), 3) the dynamic process tends to create distinct structural properties, stable states, in which all parts of a unit have the same dynamic character (i.e., all are positive or all are negative), and entities with different dynamic character are segregated from each other and 4) dynamic changes that occur at the structural level involve changes, or reconstructions of the cognitive elements, which are determined by "the intrinsic nature of the whole".

2.1 Reconstruction of Cognitive Elements

In this article I will focus on the dynamic changes, in other words, the reconstruction of the cognitive elements involved in the reasoning process. Naturally it is only possible to mention some of the relevant theories dealing with reconstruction process and techniques in this context. I will only mention some, which I think will give a pretty good picture of the development of the relevant research. In 1940, Asch stated that people strive to reach a consistent, unified view of their environment, and that they have a tendency to try to get rid of incompatible elements, if not by some means of objective examination, then
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15 The concept "cognitive states" is defined as "any knowledge, opinion or belief about the environment, about oneself or about one’s behaviour”. Festinger, p. 3 (see footnote 21).


by ”distorting the state of affairs”.

In 1957 the famous social psychologist Leon Festinger developed a theory of cognitive dissonance, which was to become a cornerstone of much of the research from then on. He defined two distinct situations; dissonance and conflict, and how cognitive elements may relate to each other under these situations. He explained this with the help of four different cognitive clusters emanating from two different choice alternatives A and B: the positive aspects of alternative A, the negative aspects of alternative A, the positive aspects of alternative B and the negative aspects of alternative B.

He defined conflict as the feeling of being pushed in two opposite directions and explained that conflict exists before the choice is made because the positive aspects of A and the negative aspects of B push the decision maker toward choosing A, whereas the cognitive elements representing the positive aspects of B and those representing the negative aspects of A push her toward choosing B.

He then explained that "two elements are in a dissonant relation if, considering these two alone, the obverse of one element would follow from the other. To state it more formally, x and y are dissonant if not-x follows from y". Dissonance, he said, is a cognitive state, which the person is feeling after she has made a choice, because one of the clusters is still dissonant with the choice. What happens, says Festinger, is that “the person now moves in one direction and attempts to reduce the cognitive dissonance”. The decision maker tries to restore the lacking consonance (consistency) by 1) eliminating some of the elements that are in dissonant (inconsistent) relations, 2) adding consonant ones, or 3) decreasing the importance of the dissonant elements.

These reasoning techniques have later been identified as forms of bolstering techniques, which belong under the wider concept of biased predecision processing. Biased predecision processing consists of cognitive processes by which decisionmakers restructure their mental representation of the decision environment in favor of one alternative before making their choice.

The problem with Festinger’s dissonance theory is the assumption, that dissonance can only occur after a decision is made, not as a part of the decision making process. This assumption was contested on the basis of empirical research findings. In 1967, Gerard found that in the predecision phase decision makers used more time to looking at the alternative they eventually rejected than the alternative they finally chose. He explained this by suggesting that decisionmakers develop an ”initial inclination” toward the alternative that they favor, after which they give attention to the unwished alternative in order to
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22 Festinger, p. 40.
23 Festinger, p. 40.
25 Festinger, p. 41.
26 Festinger, p. 42-47.
27 Brownstein, p. 545-547.
make sure that it is the alternative they do not want to choose. In the 1970s, Janis and Mann found that people tend to bolster the least objectionable alternative in a decision situation, in which there are two or more decision alternatives, all of which are combined with serious risks. In this situation, people use various psychological bolstering tactics of defensive avoidance "that contribute to creating and maintaining the decision maker’s image of a successful outcome with high gains and tolerable losses". They explained, that bolstering the least objectionable alternative may occur even before the decision is made, and that it is done in order to increase the attractiveness of the chosen alternative or to decrease the attractiveness of the nonchosen alternatives. They identified six different bolstering tactics, 1) exaggerating favorable consequences of the chosen alternative, 2) minimizing unfavorable consequences of the chosen alternative, 3) denying aversive feeling caused by the choice 4) exaggerating the remoteness of the action commitment 5) minimizing social surveillance and 6) minimizing personal responsibility.

The swedish professor Henry Montgomery has since the beginning of 1980s developed a more general theory that explains how the techniques of bolstering are used in the process of decision making. His theory is also more sophisticated with respect to the timing of the different phases in the process. Montgomery has found empirical support for the fact that 1) a promising decision alternative emerges early in the decision making process, 2) it receives more attention and more positive evaluations than the other alternatives and 3) it is bolstered until it is chosen. Moreover, he has found that the chosen alternative’s priority over the nonchosen alternative(s) become more dominant during the decision making process, because of the decision makers tendency to value the negative attributes of the chosen alternative less negatively and the nonchosen alternative’s positive attributes less positively. The theory describes the decision making process as a search for a dominance structure (SDS). A dominance structure is the

29 Janis, I.L., & Mann, L., Decision making: A psychological analysis of conflict, choice, and commitment, New York: Free Press 1977, p. 82-85. (Janis & Mann) They started their work from the premises of Festingers theory, but they contested on empirical grounds his claim that dissonance only exists after a decision has been made. Janis & Mann, p. 83.
30 Janis & Mann, p. 91.
31 Janis & Mann, p. 91-95
32 Janis & Mann, p. 107-133.
perception that one alternative dominates the others because it is superior to all other alternatives in at least one attribute and is not inferior to any other alternative or attribute.

According to Montgomery, decision making consists of four phases. In the first, pre-editing phase the relevant alternatives and attributes are identified and selected. In the second phase one of the alternatives – the most promising one – is chosen as a hypothesis about the choice to be made. In the dominance-testing phase, a decision maker tests her hypothesis in order to make sure that it is superior to all other alternatives in at least one attribute and not inferior to any other alternative in any other attribute. If she finds that the most promising alternative meets the criteria of dominancy she chooses it, but in cases in which the criteria falls short, she proceeds to the fourth, dominance-structuring phase.

In the fourth, dominance-structuring phase, the decision maker tries to achieve a dominance structure by bolstering the positive aspects of the promising alternative and the negative aspects of the other alternatives and deemphasizing the negative aspects of the promising alternative and the positive aspects of the other alternatives. She continues till she finds an alternative which hits the dominance criteria.

Another Swedish professor, Ola Svenson, has developed a more detailed theory of bolstering techniques, a theory of differentiation and consolidation (DiffCon) in decision making. According to Svenson, SDS-theory is a part of his DiffCon-theory. He maintains that decision makers spread their evaluations of alternatives apart before as well as after making a decision. Before a decision is made, people tend to differentiate a promising alternative until it is found sufficiently superior to other alternatives. After a decision is made, people continue to consolidate (by using differentiation techniques) the chosen alternative’s advantages in comparison to the rejected alternatives.

---

35 Montgomery 1989, p. 28.
Differentiation may be structural or procedural. Structural differentiation may involve adjustments in the perceived importance of various attributes, and/or representations of facts or what is considered to be the problem. It may even involve introduction of totally new attributes or denial of previously relevant attributes. This structural differentiation assists the application of certain decision rules. Process differentiation involves adjustments of the decision rules. Consolidation is a postdecision state, in which same kind of differentiation processes can be used in order to prevent postdecisional regret or dissonance.39

The polish scientist Tyszka, who has taken notice of the SDS-theory of Montgomery, has completed several studies of the motivational mechanisms beyond decision making.40 Thus, his research tries to answer the question why people bolster their decision alternatives, not only how this bolstering is done. Tyszka states that decision making is normally based on two motivational factors. On the one hand, decision makers want to have good reasons for their choices, and this desire for a well-justified choice creates a motivation to make a promising alternative appear distinct from the others by biased preprocessing techniques. On the other hand, says Tyszka, decision makers want to make accurate choices, where accuracy means choosing the alternative that they most prefer. This desire to make accurate choices leads decision makers to anticipate regretting an inaccurate choice, which could occur if biased processing leads them to misjudge their preferences. Then, to avoid regretting an inaccurate choice, decision makers may refrain from artificially bolstering one alternative or denigrating the others.41 Even Mills’s choice certainty theory predicts that people tend to increase their certainty by selecting away the information from the decision environment that makes their choice more uncertain.42 Both these techniques are similar to the denying of previously relevant attributes, according to Svenson’s DiffCon theory.

## 3 Reconstructions in Legal Reasoning

Different cognitive theories of choice and decision making have different approaches: some theories focus on the question of how reasoning and decision making is cognitively processed, and which kind of patterns of reasoning can be
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41 Tyszka 1998, p. 190, 200-204.
predicted, some on to the conditions under which biased processing is most likely to occur, some on the question, why it may occur. According to Svenson the research has made it possible to explain which kind of deviations from theoretical expectations do occur in decision making and which kind of reasoning techniques are used by people during the decision making process.\(^{43}\)

Tyszka’s theory of motivational factors explaining why people reason as they do, i.e., they want to have good reasons for their choices and they want their choices to be accurate, are certainly not surprising. At the same time it reminds us of the fact that “passion for reason” and “accuracy of the choices” are very ordinary desires in all human decision making, not only in legal contexts.

The theories of Janis & Mann, Montgomery and Svenson deal with the question of the ways in which biased predecision processing occurs. They reveal reasoning structures, which are similar to the findings of Van Hoecke and Andersson concerning legal decision making structures in ambiguous cases.

According to Van Hoecke, what happened in the cases he had analysed was, that the courts first had made a critical moral choice in order to avoid the negative consequences of another choice, namely the application of the valid and clear legal norms. After this they used methodological and normative tools to justify another outcome.\(^{44}\)

Van Hoecke’s analysis involves two cases, one from Germany\(^ {45}\), and one from Great Britain.\(^ {46}\) The legal issue in both cases was whether there was a legal duty of a cohabitant, a wife, who stood as surety for a debtor who had taken a loan from a bank, to pay the loan when the debtor could not pay, but who argued that she was not aware of what she had signed, and/or that she was put under heavy pressure by her husband, so that the contract on the basis of which she stood as a surety was void.\(^ {47}\) In both legal systems there was a clear legal presumption, according to which the wife was presumed to know what she had signed. This presumption together with the rules of the binding force of contracts and private autonomy, seemed logically to lead to only one alternative; the contract she had signed was binding and she would have to pay. This interpretation was in the light of the relevant norms and methods of interpretation totally predictable. They were not hard cases at all! However, in both countries the judges considered this an unacceptable outcome.

The courts were faced with two alternatives, both combined with risk; either to follow the existing valid law, and accept the undesirable outcome, or to create a new rule, which would deviate from a previously clear one. Both courts chose to deviate from the previous clear rule. The German Bundesverfassungsgerichtshof accomplished “a completely different interpretation of the valid law, and stated, that the German legal principle of Privatautonomie entails a duty on the courts to check the content of the contract, when it lays an unusually heavy burden on one of the contracting parties, and when it is the result of structurally


\(^{44}\) Van Hoecke 2003, p. 21-22.


\(^{47}\) Van Hoecke 2003, p. 21.
unequal power positions”. The court thus changed the content of the relevant norm from the previously formal Privatautonomie to a substantive Privatautonomie. Thereby they, of course, implicitly denied the validity of the pure formal concept only. In Great Britain the House of Lords used the concept of “undue influence” and the “doctrine of notice”, and then presumed that in a relationship based on confidence, such as between wife and husband, there is a presumed undue influence. Due to this the burden of proof moved to the ”stronger party”, and the Bank was made liable on the basis of the doctrine of notice. Instead of changing the law, they changed the facts, by creating a new presumption. At the same time they implicitly denied the validity of the previously valid norm.

The reasoning of the courts in both cases corresponds structurally with the cognitive theories, according to which the seed of the bolstering process is the undesired outcome of one of the decision alternatives, in these cases, that the surety person, the wife, has to pay the unpaid loan of the husband to the bank. Another alternative is chosen, because of the unacceptability of the outcome of eventual application of the valid decision rule. Thus non -x justifies y, as the dissonance theory predicts. The problem with the chosen alternative is naturally that it is not consistent with the relevant legal decision rule. Because the courts do not have legislative power, but are supposed to apply the valid, existing law, the courts face a situation, in which they have to construct a new rule. In so doing they know, that they even have to 1) somehow anchor the new rule in the already existing sources of law and 2) justify in a coherent way how the chosen alternative emanates from this source. The German Bundesverfassungsgerichtshof anchored its reasoning in the already existing concept of Privatautonomie, but at the same time it restructured its content from the previously purely formal content to a substantial one. After restructuring the content of the existing decision rule, the facts of the case could be subsumed under the concept in order to reach a seemingly totally consistent and coherent decision according to the valid law.

Even the House of Lords had difficulties with how to justify the desired outcome given the previous presumption, according to which the wife was presumed to know what she had signed. Given that there was no evidence what so ever of any ”undue influence” on the wife when signing the contract, there was no possibility for the court to explain how the decision rule would emanate from the valid law. The court solved the problem by restructuring the factual premise: it created a presumption of undue influence in relationships based on confidence, such as between husband and wife, thereby enabling consistency and coherency between the available legal premises and the conclusion.

Svenson’s DiffCon theory predicts that once people have chosen the promising alternative they prefer, they start to bolster this alternative, e.g. by restructuring either the decision rule or the factual arguments (or attributes, as Svenson calls them); if you cannot change the rule, you change the facts! The German court restructured the decision rule, the English House of Lords, the

49 Van Hoecke, p. 22.
50 Van Hoecke, p. 22.
facts. Once this had been done, the justification could be written as if no contradiction between valid law and the decision ever existed. According to cognitive theories, in this kind of situation, justifying is really about, what Svenson calls "[defending] the choice against potential threatening factors".\(^{51}\)

Even Andersson’s analysis of the structure of reasoning in Swedish tort cases of the last decade reveal striking similarities between the reasoning structure of the Supreme Court and the bolstering techniques according to Svenson’s DiffCon theory. Andersson claims, \textit{inter alia}, that in the case NJA 2000 s. 521 the court adjusted factual premises, by creating a new presumption in order to reach a conclusion according to which a certain kind of remedy (psychological chock) could be subsumed under a certain category of remedies, instead of discussing the more important question of necessary and sufficient legal criteria of indirect remedy (the decision rule).\(^{52}\) Andersson also claims, that in other cases, such as NJA 1992 s. 213 and NJA 2002 s. 94, the court changed the legal question of whether a party’s interest "ought to be legally protected" to a question of whether there was an interest, which had been damaged, which, of course, is a distinct question of fact.\(^{53}\) Thus, there is no theory of interpretation of tort law, according to which the mere fact that an interest is damaged as such would justify remedies. Instead, a rule, according to which the damaged interest ought to be legally protected is needed. Svenson’s DiffCon theory predicts, that differentiation may involve reframing the actual problem, as is the case, if the court discusses questions of facts thereby escaping discussion about the relevant questions of law.

I think that already this short comparison between Van Hoecke’s and Andersson’s observations and Svenson’s DiffCon theory supports the thesis that the methods of legal decision making in ambiguous cases may be explained by using theories of cognitive psychology. Even if it is, within the limits of this article, impossible to say anything more general, it seems that further research is highly motivated. Legal reasoning is perhaps structurally not so very special, at least not so distinct from other kinds of human reasoning as legal scholars many times might have assumed.

On the other hand, one has to remember that bolstering techniques are prone to cause logical defects in the reasoning. This means, that if we are able to find cognitive biases in legal decision making, we will probably become more critical towards courts than is the case, if we only try to rationalize the decisions by trying to force them inside existing theoretical constructions, with no basis in reality. Even recent interactive research of judicial reasoning, conducted by prof. Holyoak and Simon in California predicts that logical defects will occur, especially when using analogy as a reasoning technique. Another, perhaps even more interesting finding of theirs is that the reasoning structure is not always unidirectional.

\section{Holyoak’s and Simon’s Research of Parallel Constraint Satisfaction in Judicial Reasoning}

\footnotesize
\begin{itemize}
\item \(^{51}\) Svenson 1992, p. 151.
\item \(^{52}\) Andersson, p. 34.
\item \(^{53}\) Andersson, p. 31-33.
\end{itemize}
Prof. Dan Simon at the Law School of UCLA has been inspired by above all prof. Holyoak’s and Thagard’s theory of parallel constraint satisfaction (PCS) mechanisms in human decision making process. Holyoak and Simon have conducted a serie of interesting interdisciplinary experimental studies with high relevance to the question of biased predecision processing in legal decision making. The concrete question they were interested in was, whether judicial reasoning really is unidirectional, i.e. from premises to be accepted as given to inferred conclusions, as supposed e.g. in the legal sciences involving deductive and inductive reasoning, or whether judicial reasoning would show patterns of so called bidirectional reasoning. In bidirectional reasoning the distinction between premises and conclusions is blurred, while, at the same time, the decision maker seeks to maximize the internal consistency (i.e. coherency) of the decision. This alternative model of reasoning and decision making is called parallel constraint satisfaction. The model has its roots in consistency theories such as Festinger’s, but it has been created parallel with the needs of designing computational models for reasoning. These other models, which cannot be explored in more detail in this context are the model of analogical mapping, evaluation of competing explanations and deliberative coherence. Here, I shall explain the studies of Holyoak and Simon in more in detail, after which some conclusions follow.

Holyoak and Simon constructed a series of experimental studies, which all were based on complex but ambiguous information pro vel contra two different interpretation alternatives in a legal dispute. The dispute was as follows: The case centered on a lawsuit launched by Quest, a software company, against Jack Smith, an investor in the company. The undisputed facts of the case were that Quest’s financial situation had deteriorated and its management was having difficulty in coping with the problems facing the company. Smith, a dissatisfied shareholder, posted a negative message about Quest’s prospects on an electronic bulletin board directed at investors. Shortly thereafter, Quest’s stock price plummeted and the company went bankrupt. It was later revealed that
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Quest had been secretly developing a new product that might have saved the company.

Each side made six arguments in favor of its position. The arguments formed opposing pairs, or points of dispute and they were parallel for each side to encourage participants to align and compare the conflicting arguments for each point of dispute, following the research results of Markman & Medin, according to which alignable arguments have greater impact on decisions than do arguments that are less comparable. They used three arguments involving matters of fact and three involving matters of law and social policy. Here the arguments are presented with label:

1. Truth: Quest argued that Smith’s negative message was unfounded, whereas Smith claimed it was well-founded.
2. Cause: Quest asserted that the message caused the company’s downfall, whereas Smith claimed that mismanagement was the cause.
3. Motive: Quest claimed that Smith’s action was motivated by vindictiveness, whereas Smith claimed he only aimed to protect other innocent investors.
4. Regulation: Quest claimed that in posting his message, Smith had violated a company regulation requiring prior notification of management; Smith maintained that he had complied with the regulation.
5. Speech: Quest argued that it is in society’s interest to regulate speech over the Internet, whereas Smith argued that society benefits from free speech over the Internet.
6. Analogy: Quest likened the Internet to a newspaper, which was subject to libel law, whereas Smith drew analogy to a telephone system, which is immune from libel law.

At first the participants (54 undergraduate students at the University of California, Los Angeles, UCLA) were introduced to all the arguments in another context and independently from each other. This was done to get information of the pretest ratings of the participants on an 11-point scale, ranging from –5 (strongly disagree) to 5 (strongly agree) with a rating of 0 indicating neutrality. Next they were divided into two groups, one with a 2-phase condition and the other with a 3-phase condition. The 2-phase group completed the pretest after which they read the factual summary and arguments for the Quest case. They were asked to reach a verdict and to provide a rating on a 5-point scale of their confidence in their verdict (that they had done their best). Afterwards they completed a posttest ratings of the arguments.

In distinction from the 2-phase group, the 3-phase group was told in the initial instructions that they should read the case, but wait for additional relevant information, which would be given in form of a written verdict in another similar case. They were therefore only asked to give their “preliminary leaning” for either Quest or Smith. Afterwards they were told that they would not get the
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promised verdict after all, but should reach their own verdicts and evaluate their confidence on it.\textsuperscript{64} They then also completed a posttest rating of the arguments.

The results showed that the verdicts of the participants were evenly divided for Quest and for Smith, but despite the apparent ambiguity of the arguments and the splitting of the verdicts, individual participants were generally very confident in their verdicts. According to Holyoak and Simon, the combination of ambiguity (evenly divided verdicts) and high individual confidence in a decision follows the models of constraint satisfaction in decision making, "according to which ambiguous situations are resolved by allowing one coherent set of beliefs to become highly activated, inhibiting the rival set".\textsuperscript{65}

The proof for this hypothesis were the findings in the experiment, according to which 1) the promising alternative emerged early in the deliberation, 2) the ratings of the arguments in the pretest did not generally correlate with the verdicts, but 3) there was a very significant and strong correlation with verdicts and posttest ratings.\textsuperscript{66}

The pretest ratings did not show any significant difference between the participants who reached a verdict for Quest or Smith, but the posttest ratings clearly did. What explains this? Holyoak and Simon found that there was a strong correlation in one point across all the phases and among all the participants; persons who in the pretest had agreed/not agreed with, what they call the "Speech question", which was stated in form of a proposition "As a matter of policy, communications over the Internet ought to be regulated by law".\textsuperscript{67} On the other hand, and somewhat surprisingly, no correlation was found between the verdicts and another "Speech question," namely the proposition: "As a matter of policy, keeping the Internet open to the free exchange of viewpoints and information is a vital social need".\textsuperscript{68}

The fact that only one single criteria in an ambiguous case was shown to be correlative, seems to show that people use one dominant argument as a criteria, and let this criteria guide their reasoning. Such a criteria may be strong enough to cause bolstering of it to the cost of the other criterias. Further, the observation concerning the coherence shift is very striking. The results show that people may very well express a neutral attitude towards different arguments without a contextual framework. It is within a contextual framework that they will make differences between different evaluations. Once they have to express their attitude to these previously "neutral" arguments in a given context, their evaluations no more correspond with their initial neutrality, and, surprisingly, as Simon and Holyoak could find, after the contextual shifts of the neutral position, people consistently refrain from recalling that they initially actually had expressed a neutral attitude to the evaluative arguments at stake.\textsuperscript{69}

\textsuperscript{64} Holyoak & Simon, p. 5.
\textsuperscript{65} Holyoak & Simon, p. 6. Italics added.
\textsuperscript{66} Holyoak & Simon, p. 6-9.
\textsuperscript{67} Holyoak & Simon, p. 7.
\textsuperscript{68} Holyoak & Simon, p. 7.
\textsuperscript{69} Holyoak & Simon, p. 12, 23 with references to other similar findings.
4.1 Manipulating Reasoning and Verdicts

Holyoak and Simon constructed another experiment in order to test, *inter alia*, whether the verdicts in the Quest case could be manipulated by using information of the personal history and character of the defendant, Jack Smith. They created a Good Smith and a Bad Smith version of the story. According to the Good Smith version Smith had a history of honest concern with the operation of companies in which he invested, whereas in the Bad Smith version he had a history of "unscrupulous manipulation". The intention was to manipulate the ratings and relevancy of the *Motive*-factor on the hypothesis that if it was effective, it would have an impact on participants’ ratings of this factor and, moreover, on their verdict.

According to the theory, this kind of manipulation would cause not only that the ratings of the *Motive*-factor would change, but it would also cause a coherent change of all the other assessments as well, i.e. a systematic change in the entire set of assessments related to the verdict. Clearly, if this kind of effect is true, the reasoning retains its coherence, but would be alogical, "yielding inferences that would be difficult to explain by means of any logical calculus" as Holyoak and Simon put it. For example, even if it would be coherent in this single case to make inferences from the "Bad Smith" to the conclusion that the Internet resembles a newspaper more than it does a telephone system, it is obviously not logically compelling.

In addition to the alogical coherency, Holyoak and Simon wanted in their second experiment to test whether spreading coherence could bias inferences and decisions in another case, where some of the same arguments would be relevant, at the same time as the new case would have little overlap with the first case. The biasing effect could be due to analogical reasoning. The criteria on which the analogy is based in analogical reasoning depends on the variables in the source case/context. Holyoak and Simon tested whether the assessment of the Internet being interpreted as a newspaper resp. telephone system could serve as a source of an analogy, a bridge "that allows coherence to spread from the Quest case to the transfer case, thereby triggering additional inferences and decisions in the latter case that will tend to cohere with the person’s final position in the Quest case".

The transfer case "*Tho Bonus Dispute at Infoscience*" involved a contract dispute between a company that runs a bulletin board on the Internet and its employees with regard to how high a bonus should be paid to the employees. The contract specified that the bonus should be related to two factors: the bonus paid at similar information service firms located in the vicinity and the extent to which the company’s profits could be attributed to the employees’ efforts. The
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arguments by the two sides focused on these two points of dispute. The first factor, Analogy, concerned whether the most similar company to Infoscience was the local newspaper or the local telephone company. The legalistic definitions of newspaper and telephone system were identical to those used in the Quest case. Analogy thus shared as a shared point of dispute, a bridge, between the cases. The second point of dispute, labelled Credit, was specific to the Infoscience case. This dispute was about the attribution of the company’s profit in terms of whether it ought to be attributed to installation of a new computer system (the position of Infoscience) or to the efforts of the employees (the position of the employees).77

The procedure of the second experiment was very similar to the previous. Participants (80 UCLA undergraduates) were divided into three different groups. Each of the first two groups made a pretest, read either the Good Smith or the Bad Smith version of the Quest case, reached a verdict and did the posttest, after which they did the same with the Infoscience case. A control group did only the Infoscience case.

The results showed in accordance to the expectation a correlation with the Bad resp. Good Smith version and the Motive-factor. But what was its influence on the remaining points of dispute to which it was not directly connected in the Quest-case? As the theory predicts, the results showed that the impact clearly extended to other points of dispute, although they had no direct link to this factor. Without direct logical links available in order to reason from the character evidence to various points of the dispute, the only explanation is that the links were created by means of cognitive coherence relations.

Holyoak and Simon observed by using various analytical methods that even if there was a seed for the verdict in the reasoner’s initial agreement/disagreement with the argument that the Internet should be regulated, the manipulation “Good Smith” enforced a firm decision in favor of him, with the effect that the reasoner accepted all the arguments in his favor, and at the same time strongly rejected all the arguments in favor of Quest.80 They concluded that the reasoners enforced a “winner-take-all outcome”81 They also found that the simulation captured a basic coherence shift in which “the internal structure imposed by the case allows constraint satisfaction to change the reasoner´s assessments from a weak, uncorrelated muddle…to a strong, internally coherent system…”82 Further, the manipulation caused a strong support for a verdict in either direction, either for the Good Smith or against the Bad Smith. Holyoak’s and Simon’s analysis of the results revealed that there are links between a desired verdict and the arguments with which it coheres. These links are bidirectional in the sense of being
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mutually supportive in reasoning process: the arguments for the verdict are supported because of the desired verdict and the verdict is supported because of the arguments.83

A very interesting finding was that a transfer due to the analogy reasoning from Quest case to Infoscience case did occur.84 We may use an individual who has agreed with the proposition that the Internet ought to be treated as a telephone system, and decided for Smith in the Quest case as an example: Holyoak and Simon explain the reasoning path of this individual as follows:85 “In deciding the Infoscience case, the reasoner presumably attends directly only to the argument made in the Infoscience case itself, plus the relevant analogies from the Quest case… Because the reasoner has come to accept the telephone analogy in the course of deciding the Quest case, analogical transfer provides support for the telephone analogy in the Infoscience case, which in turn supports a verdict for Infoscience and… assignment of credit for profits to the new computers, rather than the efforts of the employees”. If the individual instead favored the Internet as being alike a newspaper, he/she was also likely to use the same analogy to decide how large a bonus the employees of Infoscience should receive (a bonus similar to the bonus received by employees of a newspaper). This was so even if the reasoner was initially (in the pretest) equally positive toward both the newspaper and the telephone analogies.86

Holyoak and Simon concluded that decision makers do not commit themselves to their initial pretest evaluations, but a coherence shift occurs when the evaluations are presented in a concrete decision making situation. Before the contextual framework is presented, the assessments of the points or arguments are uncorrelated, both with each other, and with the verdict. After the presentation of the factual and legal context, the assessments of all the points and arguments shift ”so as to cohere both with one another and with the verdict”.87 After the decision has been made, individuals no more show a neutral position to the same arguments, but retain the evaluations produced by the emergence of a coherent position, which in turn is produced by the case. On the other hand the emergence of a coherent position guides the process of decision making and thus has a causal impact on the eventual verdict.88 Furthermore, they could also conclude that broad and far-reaching coherence shifts could be experimentally manipulated. Manipulations of the character of the defendant did not only effect the assessents of the verdicts but also triggered shifts in assessments of points of dispute that were only indirectly linked to the character-factor.89

83 Holyoak & Simon call these links ”synergistic feedback loops”. Holyoak and Simon, p. 12, 17, 23.
84 Holyoak & Simon, p. 16-18.
85 Holyoak & Simon, p. 19.
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5 Factors which Increase or Decrease Bolstering

The earlier in this article discussed cognitive consistency theories clearly predict, that people bolster their choices of different decision alternatives. But it is also clearly a fact, that people do not always bolster and that bolstering can be more or less intensive. The intensity of bolstering is affected by several factors. The most obvious factor, which increases the probability of bolstering is the obligation to make a decision. But not all decision making situations cause bolstering effects. This is because not all decision making situations are similar with respect to the degree of difficulty involved.

Svenson has identified four different levels of decision making processes, only on two of which differentiation (bolstering) occurs. The levels are: 1) decision processes which include many quick and largely automatic and unconscious decisions (based on habitual experience), 2) decisions made with reference to one or a few attributes favoring the chosen alternative without conflicts between attributes (stereotypical and static choices), 3) decisions with goal conflicts; some attributes favor one alternative and other attributes another alternative and 4) decisions without any fixed set of alternatives or attributes favoring or disfavoring them. According to Svenson, differentiation occurs only on levels 3) and 4), even though the ground for the decision rules used on the two first level, originally might have been level 3) or 4) decisions. This is so, because it is usual that a new decision rule is created on the levels 3) or 4), after which it is considered a routinelike decision on levels 1) or 2).

In legal decision making most of the decisions belong to the level 2) group of stereotypical decisions with static choices. These are clear cases, where the decision is subsumed under a rather uncomplicated decision rule. The so called hard cases belong obviously to the level 3) or 4). Once a new decision rule in a hard case is created in form of precedent, this decision rule will be moved down to level 2). Most of the existing decision research in cognitive sciences treats problems at level 3), even if many of the decision making situations involve all four levels. Svenson’s theory of differentiation and consolidation describes decision making on the level 3). Here, he says, thinking is alternative-focused in comparison to level 4), at which thinking is value-focused. It seems to me that decision making in courts even in hard cases is alternative-focused, mainly because of the two-party structure of the legal procedure. That decision making is alternative focused, does not exclude value based choices, but the limited amount of the alternatives does have an impact on the attributes and processes by use of which the choice is made.

Which other factors than the obligation to make a decision, increase or decrease bolstering? Some research findings give support to that biased predecision processing and bolstering of the assessments is to some extent affected by the duty to justify the decision or the choices involved. Although

---

90 Brownstein, p. 560.
92 Svenson 1992, p. 146.
these findings still are vague, they suggest that the duty to justify has a diminishing effect. Here we get still another good reason why courts ought to justify their decisions as much as possible; not only for the sake of the information of the main reasons behind the decision, but as much in order to prevent eventual biases in the reasoning. Still, one has to remember that the duty to justify is not the only causal factor, and above all that the duty to justify does not totally extinct the probability of biased processing.94

Even consequences of the decision have a causal effect on bolstering. Some research findings show that the more unattractive the consequences the greater the causal effect and vice versa.95 On the other hand, one has to be cautious in drawing a more general conclusion from this, because the findings are still based on limited empirical research.96 Some other predicting factors are more firm, such as the less time the decision maker uses to make a decision the bigger the probability of bias.97 Even the amount of information available seems to be causal: the less information, the more uncertainty and the greater the probability of bias.98 These two factors are highly relevant in legal decision making today. Time and information factors often even go together in legal decision making: even if the court would like to get some more information in order to be able to make a more accurate decision, it is often very time and money consuming to try to get more information than already has been presented. Therefore, the courts often satisfy themselves with less information. In dispositive private law cases, the court regularly is obliged to decide the dispute on the basis of the information which the parties have presented without any real possibility to get more information. But one has to bear in mind that uncertainty of the information clearly increases the probability of biased reasoning in form of bolstering techniques, and therefore also the probability and amount of faulty decisions. After all, lower quality of decision making is the result of biased reasoning.

6 Conclusions

Even if one still has to be cautious in drawing general conclusions from the research findings and analyses presented above, empirical studies produced by cognitive psychology during the last few decades allow some conclusions regarding the patterns of reasoning which seem to be common among all human beings under certain decision environments. First: people try cognitively to find a promising alternative early in the reasoning process. Second: this choice of a promising alternative causes the reasoning, which follows. Third: people use predictable patterns of reasoning, which include so called biased reasoning in
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form of different bolstering techniques, and Fourth: bolstering is done in order to favor a previously chosen promising alternative or in order to justify or defend a previously made choice.

Fifth: Even if unidirectional reasoning certainly still is the most common reasoning technique, there is another, bidirectional reasoning structure, which is as basic as the unidirectional one. Unidirectional and bidirectional reasoning have the very same aim, namely to enable coherency of the reasoning. According to parallel constraint satisfaction model, coherency is achieved by a bidirectional reasoning process, during which "elements that are positively related to one another tend to wax and wane together...". 99 Sixth: The reasoning process is very sensitive to manipulations. Thus, Holyoak’s and Simon’s findings clearly show, that “...it is possible to create dependencies among beliefs, attitudes, opinions, and decisions by introducing a set of links connecting individual variables to a common outcome. To the extent a particular outcome comes to be favored, synergistic feedback loops will tend to generate a coherent position across all the interconnected variables.” 100

So what do we get out of all this? First there is the question of the usefulness of the cognitive theories when analyzing legal decision making. What is its added value in our context? Legal scholars are used to, and have traditionally found grounds for their theories in philosophically, not empirically oriented sciences. At the same time, the goal of legal philosophy and legal theory has been to construct theories of the ontology, epistemology and methodology of law; theories by which they claim to be able to give a fair picture of legal decision making by judges and other legal authorities in the reality. On the other hand, all these theories are normative. It seems to me that the problem of the normative theories in many cases is that the normativity “creates expectations that something will happen; we expect that judges reason as they ought to, after which we use this expectation as a framing of our explanations of how the reasoning has been done in reality”. 101 This state of affairs creates a risk of dogmatism, i.e. that the legal sciences describe reality with the help of theories, which do not base on how things are in reality, but instead of how they have agreed on that the reality they describe ought to be. This is done in spite of the ever increasing evidence of that the theories (e.g. the context of justification) are not the whole story at all. The sin of dogmatism is, as well known, one of the greatest enemies of a successful development of all sciences.

Cognitive research has during the five last decades produced a number of theories, with the help of which it is possible to predict human reasoning and decision making. These theories do not take into account the needs of legal sciences to have a theory of "all things considered", but merely reveal some more or less embarrassing dysfunctions of the human reasoning in complex decision environments. Scientists have identified several predicting factors,
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which are at stake in our courtrooms, whether we like it or not. Hence, the research findings of cognitive psychology have shown us, that the justifications perhaps aren’t the whole and, above all, the true story about legal decision making. Therefore, when reading legal decisions, and precedents, one ought to consider the possibility that the often very striking coherence of the justifications – in the context of justification - might be based on cognitive mechanisms which do not follow the theoretical assumptions of how to reach consistensy and coherency in legal decisions. When this is the case, the decisions might not be totally rational and consequent, but rather rationalized and consequentialized, when at the same time, the real reasons stay beyond the reach of legal sciences. There is, on scientific grounds, a call for much more critical attitude towards legal reasoning and decision making, than we are used to. A more critical attitude might be even more important when trying to systematize law on the basis of, inter alia, legal praxis. By systematization without criticism one may perhaps end up with sedimenting reasons and reasoning processes, which do not hold logically, but are merely based on logical flaws caused by bolstering the decision alternatives in ambiguous cases.

On the other hand, scholars ought more to take into consideration the nature of the decision environments of the courts. Perhaps we ought to pay more attention to the fact that bolstering sometimes is the only practically possible option, because of the complexity of the issue or the uncertainty of the information, on which the decision has to be based. Especially because of the non liquet –rule. Maybe scientists do not take these factors seriously enough, because they do not face these kind of problems at their research desks.

My firm belief is that new findings, produced by cognitive psychology and interdisciplinary research in law and psychology open a door to a better and more reality based understanding of the reasoning and decision making mechanisms in the area of law. But let us still not forget that better understanding often leads to the acknowledgment of how much we still do not understand. The awareness of this makes me humble, but, on the other hand, humbleness, as Judge Jerome Frank has remined us, really is the cornerstone of wisdom:

"To the extent that one goes to sleep in a dream of attainable perfection, he becomes the victim of uncertainties which he ignores and for which he therefore fails to allow. The courageous attitude of accepting uncertainties makes one’s world picture more complex; life is disclosed as far more precarious and difficult to conciliate. But, just in proportion as we learn more about what was previously undetected, we reduce the dangers of being crushed by unobserved dangers. This is the paradox of wisdom: Insofar as we become mindful that life must be less perfect than we would like it to be, we approach nearer to perfection”.